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Abstract

In few-shot action recognition (FSAR), long sub-sequences
of video naturally express entire actions more effectively.
However, the computational complexity of mainstream
Transformer-based methods limits their application. Recent
Mamba demonstrates efficiency in modeling long sequences,
but directly applying Mamba to FSAR overlooks the impor-
tance of local feature modeling and alignment. Moreover,
long sub-sequences within the same class accumulate intra-
class variance, which adversely impacts FSAR performance.
To solve these challenges, we propose a Matryoshka MAmba
and CoNtrasTive LeArning framework (Manta). Firstly, the
Matryoshka Mamba introduces multiple Inner Modules to en-
hance local feature representation, rather than directly mod-
eling global features. An Outer Module captures dependen-
cies of timeline between these local features for implicit
temporal alignment. Secondly, a hybrid contrastive learn-
ing paradigm, combining both supervised and unsupervised
methods, is designed to mitigate the negative effects of intra-
class variance accumulation. The Matryoshka Mamba and
the hybrid contrastive learning paradigm operate in paral-
lel branches within Manta, enhancing Mamba for FSAR of
long sub-sequence. Manta achieves new state-of-the-art per-
formance on prominent benchmarks, including SSv2, Ki-
netics, UCF101, and HMDB51. Extensive empirical studies
prove that Manta significantly improves FSAR of long sub-
sequence from multiple perspectives. The code is released at
https://github.com/wenbohuang1002/Manta.

Introduction
Few-shot action recognition (FSAR) addresses the labeling
reliance in data-driven training by classifying unseen ac-
tions from few video samples. This approach is widely used
in real-world applications such as intelligent surveillance,
video understanding, and health monitoring (Liu and Ma
2019; Reddy et al. 2022; Croitoru et al. 2021). Long video
sub-sequences intuitively offer advantages in expressing the
entire process of an action, like “Diving cliff”, due to richer
contextual information. In contrast, shorter sub-sequences
may only cover partial actions, such as “Falling”, “Run-
ning”, and “Swimming”. Despite this, research on the usage
of long sub-sequences in FSAR remains unexplored.
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Figure 1: In two long sub-sequence examples of “Diving
cliff”, significant local features (highlighted as “Falling”)
occupy only small portions of the examples and are located
at different points in the timeline. Additionally, the frame
pairs from these examples exhibit large discrepancies in vi-
sual features. As the number of frames increases, intra-class
variance gradually accumulates.

Mainstream Transformer-based methods (Vaswani et al.
2017) for FSAR are limited to processing short sub-
sequences of around 8 frames due to their computational
complexity. Recently, Mamba (Gu and Dao 2023; Dao and
Gu 2024) has been applied to various tasks for its effi-
cient long-sequence modeling capabilities without adding
heavy computational overhead. Leveraging state space mod-
els (SSMs) (Gu et al. 2023), Mamba not only eliminates
the complex attention mechanisms of Transformers but also
flexibly manages the propagation and discarding of contex-
tual information. However, the emphasis on global feature
modeling by data-driven training in Mamba is misaligned
with the extremely limited sample availability in FSAR.

Therefore, while applying Mamba to FSAR with long
sub-sequences appears promising, it still faces two inher-
ent challenges, as illustrated in Figure 1. Challenge 1: The
absence of local feature modeling and alignment. Though
inconspicuous, some local features are crucial for accurate
recognition. In two examples of “Diving cliff”, the core lo-
cal features associated with “Falling” constitute only a small
portion of the long sub-sequence, with the majority being
secondary features. Focusing on global feature by Mamba
often overlooks these critical local features, leading to po-
tential misclassification in FSAR. Additionally, the core
“Falling” features in different samples are not aligned tem-



porally, and the absence of temporal alignment in Mamba
exacerbates this issue, significantly degrading performance.
Challenge 2: The intra-class variance accumulation of
long sub-sequences. Influenced by factors such as shooting
conditions or post-processing, frame pairs between different
“Diving cliff” examples of long sub-sequences exhibit sig-
nificant visual discrepancies, regardless of alignment. As the
number of frames increases, intra-class variance gradually
accumulates, making it more challenging to cluster samples
of the same class and leading to possible misclassification.

Metric-based meta-learning is the mainstream paradigm
in FSAR for efficacy and simplicity. After feature extraction,
it embeds support samples into class prototypes for calculat-
ing distances between query samples, performing classifica-
tion. Previous works directly apply explicit temporal align-
ment between sub-sequences (Cao et al. 2020; Xing et al.
2023a), inevitably ignoring local features. To improve this
issue, recent works focus on the combination of global and
local features, achieving satisfactory results (Perrett et al.
2021; Wang et al. 2022, 2023). However, we observe that
they all utilize Transformer for short sub-sequence and are
limited by complex calculation. In addition, the accumula-
tion of intra-class variance is not severe due to the short
sub-sequences, which are constantly overlooked. So far, so-
lutions to the above challenges are absent.

Based on these observations, we propose the Matryoshka
MAmba and CoNtrasTive LeArning framework (Manta).
Firstly, the Matryoshka Mamba employs multiple Inner
Modules to enhance local features instead of directly model-
ing global feature. An Outer Module is designed for implicit
temporal alignment by capturing dependencies of timeline
between local features. Secondly, a hybrid contrastive learn-
ing paradigm, which simultaneously incorporates both su-
pervised and unsupervised methods, is developed to miti-
gate the impact of intra-class variance accumulation. The
Matryoshka Mamba and the hybrid contrastive learning
paradigm operate in parallel branches within Manta to en-
hance Mamba for FSAR of long sub-sequence.

To the best of our knowledge, Manta is the first work to
apply long sub-sequences and Mamba in FSAR. Our key
contributions are threefold.

• We propose the Matryoshka Mamba for local feature
modeling and alignment. The Inner Modules enhance
local features from fragments of a long sub-sequence,
while the Outer Module bidirectionally scans the entire
sequence to perform implicit temporal alignment through
fusion. The nesting of Inner Modules within the Outer
Module makes the Matryoshka Mamba a more suitable
model for FSAR of long sub-sequence.

• We design a hybrid contrastive learning paradigm for
FSAR of long sub-sequence. Supervised contrastive
learning is applied to labeled support samples, while an
unsupervised method is used for unlabeled query sam-
ples. Subsequently, all samples are considered in an un-
supervised manner. This approach enhances sample clus-
tering and mitigates the negative impact of intra-class
variance accumulation.

• Extensive experiments reveal that Manta achieves new

state-of-the-art (SOTA) performance on several FSAR
benchmarks, including SSv2, Kinetics, UCF101, and
HMDB51. Further analysis highlights competitiveness of
Manta, particularly for long sub-sequences.

Related works
Few-shot Action Recognition
The mainstream paradigm of FSAR is metric-based meta-
learning with Transformer to temporal alignment. Among
them, OTAM (Cao et al. 2020) employs dynamic time
warping (DTW) algorithm to calculate sub-sequence sim-
ilarities, aligning query and support samples. Then tem-
poral relation is further emphasized, representative works
are ITANet (Zhang et al. 2021), T2AN (Li et al. 2022),
and STRM (Thatipelli et al. 2022). To emphasize local fea-
tures, fine-grained modeling is applied by TRX (Perrett et al.
2021), HyRSM (Wang et al. 2022), SloshNet (Xing et al.
2023a), and SA-CT (Zhang et al. 2023). Besides, additional
information is introduced into the model, such as depth (Fu
et al. 2020), optical flow (Wanyan et al. 2023), and motion
information (Wang et al. 2023; Wu et al. 2022). Although
remarkable performance was achieved, the above works are
almost all based on short sub-sequences due to the compu-
tational complexity of Transformer architecture.

Mamba Architecture
Recently, Mamba with SSM (Gu and Dao 2023; Dao and Gu
2024) has gained more attention because of its promising
performance in modeling long sequences. More works are
quickly moved to applying Mamba on vision tasks. Specif-
ically, ViM (Zhu et al. 2024) shares a similar idea with
ViT, integrating Mamba into the vision model. Inspired by
ResNet (He et al. 2016), VMamba (Liu et al. 2024) con-
structs a hierarchical structure with Mamba. To improve ef-
ficiency, EfficientVMamba (Pei, Huang, and Xu 2024) is de-
signed by imposing selective scan. However, they are all un-
able to align local features in FSAR.

Contrastive Learning
In recent years, contrastive learning (He et al. 2020; Chen
et al. 2020) receives increasing attention for its promising
ability to learn generic representation from unlabeled sam-
ples. Subsequently, supervised contrastive learning (Khosla
et al. 2020) makes full use of labels, accurately finding the
positive and negative samples. Several works (Zheng et al.
2022; Gidaris et al. 2019; Su, Maji, and Hariharan 2020)
point out that contrastive learning can serve as an auxiliary
loss in few-shot learning, effectively alleviating the negative
impact from intra-class variance. Hence, contrastive learn-
ing has the potential to solve the challenge of intra-class
variance accumulation in FSAR.

Methodology
Problem Definition
According to previous works (Cao et al. 2020; Perrett et al.
2021), the dataset is divided into three non-overlapping parts
including training set Dtrain, validation set Dval, and test set
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Figure 2: The overall architecture of the Matryoshka Mamba and Contrastive Learning framework (Manta) with four parts. To
be specific, 1⃝ Feature Extraction with backbone extracts features from query and support. 2⃝ Mamba Branch with Matryoshka
Mamba can emphasize local features and execute temporal alignment. 3⃝ Contrastive Branch alleviates the accumulation of
intra-class variance by hybrid contrastive learning. 4⃝ Training Objective Ltotal is the loss combination of cross-entropy loss Lce
from 2⃝ Mamba Branch and contrastive loss Lhc from 3⃝ Contrastive Branch. Notion A⃝ means averaging calculation.

Dtest (Dtrain ∩ Dval ∩ Dtest = ∅). In each part, classifying
unlabeled samples from query set Q into one class of support
set S (S ∩ Q = ∅) is the goal of FSAR. There is at least
one labeled sample in each class of S. In episodic training,
a mass of few-shot tasks are randomly selected from Dtrain.
The N -way K-shot setting means that S in each task has N
classes and K samples in each class.

Overall Architecture
Figure 2 is an overview of Manta under 3-way 3-shot setting.
A backbone is applied for feature extraction. In the Mamba
branch, Matryoshka Mamba can enhance local feature mod-
eling and alignment under various scales. Cross-entropy loss
Lce can be calculated by the distance between query and
prototypes. In the contrastive branch, supervised and unsu-
pervised paradigms work simultaneously, achieving hybrid
contrastive learning loss Lhc. The training objective Ltotal is
the weighted combination of Lce and Lhc.

Feature Extraction
Sub-sequences with F frames are uniformly sampled from
a video each time. The kth (k = 1, · · · ,K) support sample
Sck in the cth (c = 1, · · · , N ) class of the support set S and
the randomly selected query sample Qr (r ∈ Z+) from the
query set Q are defined as follows:

Sck =
[
sck1 , . . . , sckF

]
∈ RF×C×H×W ,

Qr = [qr1, . . . , q
r
F ] ∈ RF×C×H×W .

(1)

Notions applied are F (frames), C (channels), H (height),
and W (width), respectively. Sck and Qr are sent into back-
bone fθ (·) : RC×H×W 7→ RD for D-dimensional vectors
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Figure 3: The structure of Matryoshka Mamba, +⃝, ×⃝, and
C⃝ indicate element-wise addition, multiplication and con-
catenate operation. Conv2D Block has three 2D convolu-
tions and a batch normalization layer. Red indicates local
features while feature itself is dotted line.

Sck
f , Qr

f ∈ RF×D:

Sck
f =

[
fθ

(
sck1

)
, . . . , fθ

(
sckF

)]
,

Qr
f = [fθ (q

r
1) , . . . , fθ (q

r
F )] .

(2)

Mamba Branch
The structure of Matryoshka Mamba is shown in Fig-
ure 3. Multiple Inner Modules for local feature modeling
are nested within an Outer Module for alignment, designed
with Mamba-2 for high efficiency. Other models including
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Figure 4: The structure of Inner Module based on Mamba-2,
where N⃝, Fw, Bw, AF, and SSM refers to normalization, for-
ward, backward, activation function, and state space model.

Mamba-1 can also be utilized. The above structure is de-
signed under a fixed scale. Building on this foundation, we
extend the single scale to multiple scales for more compre-
hensive local feature modeling and alignment. The set O is
defined as a hyper-parameter of multi-scale. The cardinality
|O| denotes number of scales, while an element o (o ∈ O,
F | o, o < F , o = 2α, and α ∈ Z+) represents the frame
count at this scale. For simplicity, we will use the subscript
o to indicate an arbitrary scale.

Space State Models. SSM in Mamba can effectively han-
dle local feature modeling and alignment by flexibly prop-
agating or discarding contextual information. It transforms
input x(t) ∈ RL to output y(t) ∈ RL through hidden states
h(t) ∈ RH . Linear ordinary differential equations are used
for SSM description.

h′ (t) = Ah (t) +Bx (t) , y (t) = Ch (t) . (3)

h′ (t) is the derivative of h (t). A ∈ RH×H is the state tran-
sition matrix while B,C ∈ RH are projection parameters.

Inner Module. The feature of a long sub-sequence is di-
vided into non-overlapping fragments, with Inner Modules
enhancing local features from each fragment. As shown in
Figure 4, the Inner Modules consist of two sub-branches,
IMFw (·) and IMBw (·), which do not share parameters due
to the differences in forward and backward local feature
modeling. s̄ckfo , q̄

r
fo

∈ Ro×D represent local feature tensors
with length L = D and hidden state H = o. The output is
IM (·) = Linear [IMFw (·)⊕ IMBw (·)] ∈ RF×o. Concate-
nating (C [. . . , ·, . . . ]) each enhanced local feature and then
adding with input, S̃ck

fo, Q̃
r
fo ∈ RF×D can also be seen as

tensors with length L = F and hidden state H = D.

S̃ck
fo = C

[
. . . , IM

(
s̄ckfo

)
⊕ s̄ckfo , . . .

]
,

Q̃r
fo = C

[
. . . , IM

(
q̄rfo

)
⊕ q̄rfo , . . .

]
.

(4)

Outer Module. As illustrated in Figure 5, two sub-
branches OMFw (·) ,OMBw (·) with shared parameters are
employed for bidirectional scanning since the forward and
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Figure 5: The bidirectional structure of Outer Module based
on Mamba-2, decomposing the input at first. Two sub-
branches share parameters.

backward alignments are identical, capturing temporal de-
pendencies for implicit alignment. After fusing them, the
output is OM(·) = Linear [OMFw (·)⊕OMBw (·)] ∈
RF×D. Inspired by C3-STISR (Zhao et al. 2022), we design
learnable weights wS

o , w
Q
o for weighted averaging of vari-

ous scales. Learnable weights are calculated from the input
of Outer Module and feature itself. We define the Conv2D
Block as CB(·). The above calculation is written as

wS
o = Sigmoid

[
CB

(
S̃ck
fo

)
⊕ Sck

f

]
,

wQ
o = Sigmoid

[
CB

(
Q̃r

fo

)
⊕Qr

f

]
.

(5)

Through combining with outputs of Outer Module, arbitrar-
ily scaled S̊ck

fo
, Q̊r

fo
∈ RF×D are obtained, referring to

S̊ck
fo = wS

o ⊗OM
(
S̃ck
fo

)
, Q̊r

fo = wQ
o ⊗OM

(
Q̃r

fo

)
. (6)

The final outputs Ŝck
f , Q̂r

f ∈ RF×D of Matryoshka Mamba
are averaged from all scales as

Ŝck
f =

1

|O|
∑
o∈O

S̊ck
fo , Q̂

r
f =

1

|O|
∑
o∈O

Q̊r
fo . (7)

Prototype Construction. The prototype of support P̂ c is
constructed by the averaged paradigm as

P̂ c =
1

K

K∑
k=1

Ŝck
f . (8)

Cross Distance Calculation. To further enhance tempo-
ral alignment, we apply cross-distance calculation. Specifi-
cally, P̌ c, Q̌r

f are the inversion of P̂ c, Q̂r
f . Considering sym-

metrical alignment, a higher possibility of the same class is
indicated by the smaller distances between tensors sharing
the same superscript or the larger distances between tensors
of various superscripts. Therefore, we take the reciprocal of
those distances with various superscripts.

D1 =
∥∥∥P̂ c − Q̂r

f

∥∥∥ , D2 =
∥∥P̌ c − Q̌r

f

∥∥ ,
D3 =

∥∥∥P̂ c − Q̌r
f

∥∥∥−1

, D4 =
∥∥∥P̌ c − Q̂r

f

∥∥∥−1

.
(9)



The distance D between query and the cth support is the av-
erage of the above four distances. Therefore, the model can
predict label ỹjQ ∈ ỸQ of query as

ỹjQ = argmin
c

(D) , D =
1

4

4∑
i=1

Di. (10)

Cross-entropy loss Lce is calculated from the predicted label
ỹjQ and the ground truth yjQ ∈ YQ.

Lce = − 1

N

N∑
j=1

yjQ log
(
ỹjQ

)
. (11)

Contrastive Branch
For alleviating the negative impact of intra-class variance ac-
cumulation, a hybrid contrastive learning paradigm with su-
pervised and unsupervised methods is applied. Correspond-
ing loss is formulated as

Lcon = − log
esim(z,zp)/τ

esim(z,zp)/τ +
∑R

r=1 e
sim(z,zn

r)/τ
, (12)

Here, sim (·, ·) represents cosine similarity in the feature
space, and τ denotes the temperature hyper-parameter. In
the supervised paradigm applied to the support set, features
with the same label are treated as positive samples zp, while
the other R features with different labels are treated as neg-
ative samples zn. In the unsupervised paradigm applied to
the query set and all samples, there is no label guidance (the
construction of zp and zn is detailed in the Supplementary
Materials). The three contrastive losses including supervised
LS

con and unsupervised LQ
con,LSQ

con are combined to form the
hybrid contrastive loss Lhc.

Lhc = LS
con + LQ

con + LSQ
con . (13)

Training Objective
During the training stage, the above loss functions of two
main branches supervise our Manta, the total loss Ltotal is

Ltotal = λLce + Lhc, (14)

where λ means the weight factor of Lce. In summary, Ma-
tryoshka Mamba enhances local feature modeling and align-
ment, while the hybrid contrastive learning paradigm allevi-
ates the negative impact of intra-class variance accumula-
tion. These combined operations make Manta a more suit-
able framework for FSAR of long sub-sequence.

Experiments
Experimental Configuration
Data Processing. Widely used benchmark datasets such
as temporal-related SSv2 (Goyal et al. 2017), spatial-related
Kinetics (Carreira and Zisserman 2017), UCF101 (Soomro,
Zamir, and Shah 2012), and HMDB51 (Kuehne et al. 2011)
are selected for proving the effectiveness of Manta. The sam-
pling intervals are set to each 1 frame when decoding videos.
According to the most common data split (Zhu and Yang

2018; Cao et al. 2020; Zhang et al. 2020), all datasets are
divided into Dtrain, Dval, and Dtest (Dtrain ∩Dval ∩Dtest = ∅).
Tasks of FSAR aim to classify query samples Qr into corre-
sponding classes of support set S .

On the basis of TSN (Wang et al. 2016), frames are re-
sized to 3× 256× 256. F frames per video are sequentially
sampled each time. For simulating sub-sequences with var-
ious lengths, F (F ∈ [8, 128], F | 2) can be adjusted ac-
cording to actual situation. In the regular setup, F ⩾ 16
can be seen as long sub-sequences. Data is augmented with
3× 224× 224 random crops and horizontal flipping during
training, while only the center crop is employed for testing.
Due to SSv2 having many actions with horizontal direction
such as “Pushing S from right to left”1, horizontal flipping
is absent in this dataset (Cao et al. 2020).

Implementation Details and Evaluation Metrics. We
adopt two standard few-shot settings including 5-way 1-shot
and 5-shot to conduct experiments. For a comprehensive
comparison, ResNet-50 (He et al. 2016), ViT-B (Dosovit-
skiy et al. 2020), and VMamba-B (Liu et al. 2024) initialized
with pre-trained weights on ImageNet (Deng et al. 2009)
are served as the backbone. Features extracted are 2048-
dimensional vectors (D = 2048).

Except for the larger SSv2 which requires 75,000 tasks
training, other datasets utilize 10,000 tasks. An SGD op-
timizer with an initial learning rate of 10−3 is applied for
training. The Dval determines hyper-parameters including
multi-scale (O = {1, 2, 4}), temperature (τ = 0.07) and
weight factor of loss (λ = 4). During the stage of testing,
average accuracy across 10,000 random tasks of the testing
set is reported. Most experiments are completed on a server
with two 32GB NVIDIA Tesla V100 PCIe GPUs.

Comparison with Various Methods
For a fair comparison with recent methods, we set the sub-
sequence length as F = 8 and employ various backbones in
this part. The average accuracy (↑ higher indicates better) is
demonstrated in Table 1. Experiments on long sub-sequence
are conducted in subsequent parts.

ResNet-50 Methods. Using the SSv2 dataset under 1-shot
as an example, we observe that our Manta with ResNet-50
backbone improves the current SOTA method AMFAR from
61.7% to 63.4%. It is worth mentioning that AMFAR is a
multimodal method with much heavier computational com-
plexity than Manta. A similar improvement can also be ob-
served in other datasets under various few-shot settings.

ViT-B Methods. In FSAR, ViT-B has fewer applications
than ResNet-50. Methods using ViT-B tend to outperform
because of its larger model capacity. For instance, in the 5-
shot Kinetics dataset, the previous SOTA performance for
RGB-based methods was achieved by MoLo. Following a
similar trend with ResNet-50, Manta demonstrates superior
performance, even surpassing the multimodal AMFAR.

VMamba-B Methods. As an emerging model, VMamba
gains increasing attention for efficient feature extraction

1“S” denotes “something”.



Methods Pre-Backbone SSv2 Kinetics UCF101 HMDB51
1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

STRM (Thatipelli et al. 2022) ImageNet-RN50 N/A 68.1 N/A 86.7 N/A 96.9 N/A 76.3
SloshNet (Xing et al. 2023a) ImageNet-RN50 46.5 68.3 N/A 87.0 N/A 97.1 N/A 77.5
SA-CT (Zhang et al. 2023) ImageNet-RN50 48.9 69.1 71.9 87.1 85.4 96.3 61.2 76.9
GCSM (Yu et al. 2023) ImageNet-RN50 N/A N/A 74.2 88.2 86.5 97.1 61.3 79.3
GgHM (Xing et al. 2023b) ImageNet-RN50 54.5 69.2 74.9 87.4 85.2 96.3 61.2 76.9
STRM (Thatipelli et al. 2022) ImageNet-ViT N/A 70.2 N/A 91.2 N/A 98.1 N/A 81.3
SA-CT (Zhang et al. 2023) ImageNet-ViT N/A 66.3 N/A 91.2 N/A 98.0 N/A 81.6
⋆TRX (Perrett et al. 2021) ImageNet-RN50 53.8 68.8 74.9 85.9 85.7 96.3 63.5 75.8
⋆HyRSM (Wang et al. 2022) ImageNet-RN50 54.1 68.7 73.5 86.2 83.6 94.6 60.1 76.2
⋆MoLo (Wang et al. 2023) ImageNet-RN50 56.6 70.7 74.2 85.7 86.2 95.4 67.1 77.3
⋆TRX (Perrett et al. 2021) ImageNet-ViT 57.2 71.4 76.3 87.5 88.9 97.2 66.9 78.8
⋆HyRSM (Wang et al. 2022) ImageNet-ViT 58.8 71.3 76.8 92.3 86.6 96.4 69.6 82.2
⋆MoLo (Wang et al. 2023) ImageNet-ViT 61.1 71.7 78.9 95.8 88.4 97.6 71.3 84.4
⋆TRX (Perrett et al. 2021) ImageNet-VM 56.9 71.5 76.2 87.2 88.1 97.0 66.7 78.5
⋆HyRSM (Wang et al. 2022) ImageNet-VM 58.6 71.7 76.6 92.4 86.8 96.5 70.2 82.6
⋆MoLo (Wang et al. 2023) ImageNet-VM 61.3 72.1 79.4 95.6 88.2 97.4 71.1 84.5
AmeFu-Net (Fu et al. 2020) ImageNet-RN50 N/A N/A 74.1 86.8 85.1 95.5 60.2 75.5
MTFAN (Wu et al. 2022) ImageNet-RN50 45.7 60.4 74.6 87.4 84.8 95.1 59.0 74.6
AMFAR (Wanyan et al. 2023) ImageNet-RN50 61.7 79.5 80.1 92.6 91.2 99.0 73.9 87.8
⋆Lite-MKD (Liu et al. 2023) ImageNet-RN50 55.7 69.9 75.0 87.5 85.3 96.8 66.9 74.7
⋆Lite-MKD (Liu et al. 2023) ImageNet-ViT 59.1 73.6 78.8 90.6 89.6 98.4 71.1 77.4
⋆Lite-MKD (Liu et al. 2023) ImageNet-VM 59.3 73.8 78.5 90.8 90.1 98.6 71.5 77.2
Manta (Ours) ImageNet-RN50 63.4 87.4 82.4 94.2 95.9 99.2 86.8 96.4
Manta (Ours) ImageNet-ViT 66.2 89.3 84.2 96.3 97.2 99.5 88.9 96.8
Manta (Ours) ImageNet-VM 66.1 89.1 84.4 96.2 96.9 99.4 89.1 96.6

Table 1: Comparison (↑ Acc. %) on ResNet-50 (ImageNet-RN50), ViT-B (ImageNet-ViT), and VMamba-B (ImageNet-VM).
Bold texts denotes the global best results. From top to bottom, the whole table is divided into three parts including RGB-based,
multimodal, and our Manta. In the first two parts, “⋆” represents our implementation with the same setting. “N/A” indicates not
available in the corresponding publication. Underline texts serve as the local best results.

IM OM Lhc
SSv2 Kinetics

1-shot 5-shot 1-shot 5-shot
✗ ✗ ✗ 46.3 64.5 70.9 86.5
✓ ✗ ✗ 55.5 69.3 75.3 88.2
✗ ✓ ✗ 55.3 69.4 75.0 88.0
✗ ✗ ✓ 48.0 64.9 72.1 87.4
✓ ✓ ✗ 63.8 88.0 82.8 94.6
✓ ✗ ✓ 62.3 87.1 82.3 93.8
✗ ✓ ✓ 61.9 86.7 81.9 93.4
✓ ✓ ✓ 64.7 88.7 84.1 96.2

Table 2: Comparison (↑ Acc. %) of key components.

ability. Therefore, further comparison based on VMamba-
B is also conducted in FSAR. Its performance is better
than ResNet-50 because of a larger capacity. Our Manta
with VMamba-B also achieves a remarkable improvement
on performance, performing better than other VMamba-B
based and even multimodal methods.

Essential Components and Factors
All 1-shot experiments in this part are all trained and tested
with ResNet-50 of long sub-sequences (F = 16).

Key Components. To verify the effect of key compo-
nents, we split Manta into Inner Module (IM), Outer Mod-
ule (OM), and hybrid contrastive learning loss (Lhc) for test-
ing. As indicated in Table 2, we have the following obser-

Multi-Scale SSv2 Kinetics
1-shot 5-shot 1-shot 5-shot

O = {1} 63.3 87.2 81.6 92.9
O = {2} 63.4 87.0 81.3 93.2
O = {4} 63.2 87.3 81.4 93.1
O = {8} 63.0 86.9 81.1 92.7
O = {1, 2} 63.8 88.2 82.8 94.6
O = {1, 4} 64.1 87.9 83.4 94.5
O = {1, 8} 64.0 87.6 82.8 94.3
O = {2, 4} 63.9 88.4 83.2 94.3
O = {2, 8} 63.6 87.4 82.7 94.1
O = {4, 8} 63.6 87.3 82.8 94.0
O = {1, 2, 4} 64.7 88.7 84.1 96.2
O = {1, 2, 8} 64.5 88.5 83.8 96.0
O = {2, 4, 8} 64.4 88.2 83.6 95.8
O = {1, 2, 4, 8} 64.1 88.2 83.4 95.6

Table 3: Comparison (↑ Acc. %) of multi-scale design.

vation. Each key component improves the performance of
the model. Therefore, applying the whole Manta brings the
largest improvement by emphasizing local features, execut-
ing alignment, and reducing the negative impact of intra-
class variance accumulation.

Multi-Scale Design. In Table 3, experiments with vari-
ous hyper-parameter O are conducted for exploring how
multi-scale design affect Manta. We find that emphasizing



local features can improve performance. When multi-scale
is introduced, the improvement will be further expanded, as
|O| = 3 performs better than |O| = 2 while |O| = 2 de-
feats |O| = 1. However, |O| = 4 cannot further improve
performance due to the redundant information. Therefor, we
determine that O = {1, 2, 4} is the O setting without redun-
dancy, performing better than other settings.

Temporal Alignment. These experiments are designed to
reveal the trend of alignment from large to small scales.
According to OTAM (Cao et al. 2020), we calculate DTW
scores (↓ lower indicates better) from the shortest aligned
paths of different scales. As illustrated in Figure 6, the DTW
scores of two datasets all decline as training progresses, in-
dicating that Manta learns temporal alignment gradually. In
addition, the points of decline and convergence are sorted
from early to late, proving that the alignment process of
Manta is executed from coarse-grained to fine-grained.
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Figure 6: Alignment (↓ DTW scores) during training. o = 4,
o = 2, and o = 1 mean large, middle, and small scales.

Lengthening Sub-Sequence. Through increasing F , we
can get a long sub-sequence evaluation on three recent meth-
ods and our Manta. As shown in Figure 7, a remarkable
performance improvement occurs when extending F from
8 to 16. Any further extension of sub-sequence length will
cause an “OOM” issue. These phenomena can be observed
in all other methods while Manta performs stably even when
the length of the sub-sequence is extremely lengthened to
128. We believe the promising performance is from long-
sequence modeling and the special design of our Manta.
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Figure 7: Curves (↑ Acc. %, 1-shot setting) on long sub-
sequence, where “OOM” means “out of memory”.

More Complex Tasks. When processing long sub-
sequences in FSAR, setting more classes (N > 5) in each
task can enhance the complexity, evaluating the generaliza-
tion of models. From the results demonstrated in Table 4,
we can see that performance degrades due to more complex

Datasets Methods N -Way 1-Shot
6 7 8 9 10

SSv2

TRX 53.8 51.9 49.7 48.3 45.7
HyRSM 53.6 50.4 48.1 45.2 42.9
MoLo 55.2 53.0 50.8 48.5 45.1
Manta 64.1 63.5 62.8 62.2 61.7

Kinetics

TRX 74.5 72.7 70.9 69.4 68.2
HyRSM 73.1 70.2 67.5 64.8 62.5
MoLo 74.3 71.5 72.7 67.1 64.2
Manta 83.9 83.4 82.8 82.2 81.8

Table 4: Comparison (↑ Acc. %) under more complex tasks.

tasks. TRX, HyRSM, and MoLo suffer from a drastic de-
cline in performance while our Manta can maintain a stable
level. The above results prove that local feature emphasis,
effective temporal alignment, and relieving intra-class vari-
ance accumulation are more needed when processing long
sub-sequences in more complex tasks.

Frame-Level Noise. Frame-level noise means a sub-
sequence mixed with multiple irrelevant frames (F ∗). Con-
ducting experiments with noise-level noise can simulate
intra-class variance caused by authentic shooting conditions.
Such a setting puts forward higher requirements for the ro-
bustness of models to face the uncertainty of samples. Re-
sults are revealed in Table 5. Intra-class variance accumu-
lated by long sub-sequences has a negative impact. Several
performance declines can be observed in TRX, HyRSM,
and MoLo while our Manta is significantly less influenced.
Therefore, we believe that our special design of Manta can
improve the robustness and relieve the negative impact of
intra-class variance accumulation.

Datasets Methods Noisy Frame Numbers (F ∗)
0 2 4 6 8

SSv2

TRX 54.7 51.1 47.9 45.2 41.8
HyRSM 55.1 51.8 48.9 45.7 42.1
MoLo 57.4 54.2 51.4 49.1 45.8
Manta 64.7 63.8 62.6 61.5 50.1

Kinetics

TRX 75.7 72.1 69.0 65.7 62.5
HyRSM 74.2 70.9 67.6 64.7 61.5
MoLo 75.4 72.5 69.4 66.1 62.9
Manta 84.1 82.7 81.5 80.4 79.1

Table 5: Comparison (↑ Acc. %) with frame-level noise.

Conclusion
In this paper, we propose Manta, specifically enhancing
Mamba for FSAR of long sub-sequence. Manta emphasizes
local feature modeling and alignment through Matryoshka
Mamba and mitigates the negative impact of intra-class
variance accumulation using a hybrid contrastive learning
paradigm. Manta achieves new state-of-the-art performance
across various benchmarks. Extensive studies demonstrate
its competitiveness, generalization, and robustness, particu-
larly for long sub-sequences. We hope our framework will
inspire future research in FSAR.
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